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- DeepDesk AI for JIRA (AI Integration): This plugin aims to bring AI capabilities to JIRA process 
management. It has features like automatic ticket classification, sentiment analysis, and intelligent ticket 
routing.  

 
It is important to check the Atlassian Marketplace or the official websites of these plugins for the most up-to-date 
information on features, compatibility, and user reviews Moreover, as technology evolves, new plugins and 
updates are introduced and JIRA itself is also upgrading own capabilities in the mood of the technology 
development and progress pure example is JIRA Software Management stream.   
 
6 CONCLUSION 
 
Looking ahead, this section explores the future development possibilities of integrating agile automation and AI 
in telecommunications. It discusses implications for the industry, including evolving business activities, regulatory 
considerations, and emerging business model innovations. In conclusion, the paper synthesizes key findings, 
highlighting the transformative impact of agile automation through AI-driven processes in telecommunications 
management. It emphasizes the importance of taking a holistic and collaborative approach to harnessing the full 
potential of this technology in a dynamic telecommunications environment. The insights presented in this paper 
provide a road map for industry stakeholders to leverage the synergies between agility and AI to navigate the 
evolving landscape. 
 
AI-powered automation is a transformative force in the telecommunications industry, reshaping how networks are 
managed and services delivered. Advances in AI technology, including applications, offer significant benefits in 
terms of efficiency, cost savings, customer satisfaction, and scalability but challenges such as data security, ethical 
considerations, and importance must be met aside from the availability of skilled labor. As telecommunications 
continues to evolve in the digital age, the process of integrating AI-powered automation remains key in shaping 
the future landscape of the industry. 
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The used dataset for training was selected to contain four to one ratio of mand mass to water bodies [5]. This 
selection prevented the neural network from overfitting on similar data. In are presented evaluation metrics from 
the best iteration of the trained model. The results from the image segmentation are 2 classes separated as land 
mass and water body. The confusion matrix for the two classes is shown it Table 2. Potentially this method could 
be further improved with implementation of unsupervised learning method as oppose to supervised learning as the 
latter requires validation data and could potentially be limited to a specific geographic region. Giving the high 
evaluation results it is safe to assume its related to the fact that the data is strongly grouped on small geographic 
area. Assumed that fact it is possible the evaluation metrics might drop if the provided training data contains more 
largely separated geographic areas. This prediction model falls short on several problematic areas. With images 
containing heavy cloud coverage it is impossible to extract meaningful information based on the input data. As the 
model depends only on multispectral optical imagery dense cloud cover would obscure the sensors. This will 
prevent the model from finding any water located under the cloud cover. Given this it is also known challenge 
analysing areas with dense vegetation as for example dense forests. The dense vegetation could cover areas with 
floods and prevent the CNN from segmenting the area as the model would assume the area of interest is land mass. 
Further experimentation with different geographical areas of interest is needed for concluding better solutions for 
previously stated problems. 
 

 
Figure 2. U-Net CNN architecture image [2] 

 
Table 2.  Confusion Matrix from best trained model of U-Net CNN 

 Predicted land mass Predicted water body 
Actual Land mass 23400469 6064 

Actual water body 6736 5127659 
 

5 RESULTS 
 
Resulting segmented images show area with containing water. Shown in Figure 3 and Figure 4 is the resulting 
segmentation and indicated land mass and water bodies. Excluding the training cost of the CNN the time to perform 
computation on the full raster is greater than applying several costly operation to extract the same data with 
conventonal methots.  
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Figure 3. Flooded area as base layer 

 

 
Figure 4. Flooded area with overlaped result of image segmentation.  

 
6 CONCLUSION 
 
Given the high performance and high accuracy of the trained U-Net CNN it shows great potential in use of 
preparing data for further processing. The results of this paper provide great base for analysing floods and other 
disasters with algorithms such as change detection. Change detection algorithm could extract the water bodies 
areas and intersect previous and following image to detect increasing or decreasing areas of water bodies which 
could be used to alert experts to review the data provided from the system. Other types of improvements on the 
current design of the system could include image segmentation of several segments. This could potentially 
decrease the false positive results of change detection in areas with increased water bodies from rain. This paper 
shows the potential in further developing system for disaster management and analysis with CNN and specifically 
U-Net type architecture to decrease training times and required data as well as the time for preparation of validation 
datasets. Further increase in accuracy and full data picture would be addition of other data information about the 
geographical location as for example DEM [6] or additions of SAR data. The resulting approach falls short on 
resolving the problem with cloud coverage as it is reliant mainly on spectral imagery and it is hardly applicable on 
areas with heavy forest as the vegetation of the dense forestry would obscure the information of floods in the area. 
Because of this it is safe to assume that for the specific problems of heavy cloud coverage or areas with dense 
vegetation another approach may be more viable and could provide better results. Implementation of U-Net++ [7] 
is also considered in further research in finding optimal architecture for image segmentation 
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Abstract 

The architecture of microservices in the development of software applications is one of the most current methods 
of creating software that reflects the development of hardware, communication technologies and challenges of 
today. The main trends related to increasing reusability, scalability, reliability and high performance of software 
applications are fully reflected in the architecture of microservices. This article analyses the main architectural 
models for software development. The main characteristics of Structural, Object-Oriented, Client-Server, 
Component-Based architectural models, Service-Oriented Architecture (SOA) and Microservice Architecture 
(MSA) are discussed. The main principles of building microservices are covered. Some architectural patterns for 
microservice design are shortly presented.  

Keywords: Software architecture, Microservices 

 
1 INTRODUCTION  
 
Software application development follows a certain architectural model. The purpose of this article is to analyze 
the architectural models for software development - monolithic and distributed, with a focus on Microservice 
Architecture. 
 
Architectural programming models can be mainly divided into monolithic and distributed. Structural, Object-
oriented and Client-Server styles fall into monolithic architectures. Component-based architectures, service-
oriented architectures, and microservices architectures belong to the distributed software architecture model [1]. 
 
The structural architecture model can be considered the oldest model for creating software applications [2]. Its key 
characteristics are as follows: 
 
1. Top-down design [3]. The main problem is broken down into smaller problems, which in turn are broken 

down into even smaller ones, until the tasks are small enough and can be easily addressed using basic 
programming constructs. 

2. Usage of Modules. The most basic building units are modules, which are relatively self-contained pieces of 
code with a single input and, in most cases, a single output. Only emergency outputs can be allowed as 
additional ones. Modules allow: 
a. Code reusability; 
b. Different developers to work on specific modules (thanks to the module’s relative independence from the 

rest of the code); 
c. Improves the readability of the code and makes it easier to debug. 
d. Allows easier expandability of the code.  

 
Object-oriented architecture is an upgrade of the structural model [4]. Modules are now objects with a much more 
complex anatomy. Its main characteristics are: 
 
1. Granularity becomes coarser. The main building block are the objects which aim to reflect the real world as 

much as possible. They combine data and the code to process it. The level of abstraction is increased.  
2. Thanks to inheritance, a higher degree of reusability is achieved. 
3. Transmission of messages. Objects communicate with each other through messages.  
4. Delayed connection. The selection of an appropriate method is deferred until runtime, resulting in great code 

flexibility. 
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5. Relative independence between objects, allowing multiple developers to work together. However, due to 
inheritance, this independence is limited and it is recommended to use low depth inheritance and without 
multiple inheritance.  

 
The client-server architectural model is a result of the development of the Internet [5]. This is the first architecture 
with elements of a distributed model. In this model, the business logic and data are centralized on the server. The 
client is responsible for sending requests to the server and presenting the results to the user. Main characteristics: 
 
1. Communication over the network is carried out based on the communication protocols from the TCP/IP 

protocol stack.  
2. This model allows resource sharing. Resources are centralized on the server and can be used by multiple 

clients.  
3. The principle of operation is request-response. The client sends a request that is processed by the server and 

the server returns a response that is interpreted by the client. 
4. Processing is decentralized. The server is responsible for data storage, data processing and business logic. The 

client is responsible for the interface and the primary processing of the data, such as its verification. 
5. This model allows for easy scalability. Multiple users can easily be added without significantly impacting the 

server’s performance. 
6. Increase the software’s power without it affecting the user hardware requirements. The main powerful 

calculations are performed on the server machine that satisfies the relevant hardware requirements. The client 
machine only interprets the results. 

7. Platform independence. Client applications are developed independently of the server side. This way they can 
be designed for machines with different operating systems and hardware platform.  

8. Sharing of Resources. Different clients can update the database and the results of this can be used by other 
clients. 

9. Centralized data management. The server is responsible for the storage, consistency and integrity of the data.  
10. Reliability and fault tolerance are increased. The organization of the server’s work provides for regular 

backups and spare hardware that can promptly take over the work of a failed hardware component. 
11. Security is both the bottleneck and a major focus in the operation of this architecture. As data is transferred 

over a public transport medium, there is an emphasis on authorization and encryption.  
12. This architecture enables high performance. The server part can run on multiple machines for load balancing 

between them to ensure high performance.  
 
Component-based architecture marks the next stage in the development of software architectures [6, 7]. A software 
system is built using relatively independent software components that are reusable. Components communicate 
with each other through well-defined interfaces. The main characteristics of this architectural model are expressed 
in the following: 
 
1. Modularity and reusability, which continues the trend outlined by the models discussed above.  
2. The application is built as a composition of individual components, and their inclusion can happen at different 

levels: during the creation of the application or during the execution.  
3. Scale and Scalability. Each component can be developed in a different programming language and by different 

teams. This allows easy integration of different technologies, easy expansion of the component base with 
which applications are built, and the creation of a wide variety of components.  

4. Interoperability. Thanks to communication through interfaces, individual components can successfully 
communicate with each other.  

5. Reduced dependency between components. Components are encapsulated and hide the processing code. 
Interfaces are the only means of accessing them. This makes the components independent of each other.  

6. Easy maintenance. When detecting defects, only the problematic components are tested. If new functionality 
is needed, new components can be added to the application or components already included in the application 
can be replaced. 

7. Component Version Support. The different versions of the components are numbered, which helps to move 
from one version to another. 

8. Standards. In order to support the successful interworking of components, industry standards are relied upon 
to communicate and define interfaces. 

 
Service-oriented architecture (SOA) extends the concept of reusability and independence of the building blocks of 
the application being developed [8, 9]. Software applications are built as a collection of loosely coupled and 
interoperable services. Services are the basic structural unit. Services can be distributed over a network. The main 
characteristics of this architectural model are expressed in the following: 
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1. The principles of modularity, encapsulation, reusability and platform independence are preserved and 
deepened. 

2. Loose coupling. Services in SOA are much more independent entities than components. Like them, they are 
developed and progress independently of each other. This allows flexibility and scalability (development by 
multiple independent teams) to be fostered.  

3. Interoperability. Like components, services communicate with each other using standard protocols and data 
formats, such as SOAP (Simple Object Access Protocol) and REST (Representational State Transfer), 
enabling seamless collaboration. 

4. Composition of services. Applications can be very large and complex due to being built by composing or 
orchestrating multiple services to achieve specific business processes. The composition can be built 
dynamically by combining services in real time. 

5. Service Lifecycle Management. Services have a well-defined lifecycle that includes creation, deployment, 
and version control.  

6. Lack of condition. Services in SOA are most often designed to fulfill a fully submitted request. The request 
contains all the necessary data for its execution by the service. After its execution, the state of the service is 
not saved for follow-up actions.  

7. High level of security. Security is managed at the service level through authentication and authorization 
mechanisms.  

8. Management Mechanisms. SOA often includes governance mechanisms to ensure that services adhere to 
organizational standards, policies, and best practices.  

 
Microservice Architecture (MSA) builds on SOA by adding some new features [10-13]. The most significant of 
them are:  
 
1. The basic unit is the microservice. 
2. Decentralized data management. Microservices typically maintain and manage their own databases. In this 

way, external dependencies are reduced and greater autonomy is achieved.  
3. Dynamic discovery of microservices and support for load balancing is accomplished by maintaining service 

registries.  
4. Containerization is one of the main characteristics of microservices. Microservices are most often deployed 

in containers, such as Docker containers. Containerization helps ensure consistency and deployment. 
5. Distributed management. Microservices architecture works with both local and distributed management. The 

goal is to ensure consistency in areas such as security, data management, and API (Application Programming 
Interface) design.  

 
2 MICROSERVICE ARCHITECTURE  
 
In microservice architecture, an application is built as a collection of small, autonomous microservices. Each 
microservice performs a specific business task. In fig. 1 shows a diagram of an application built with a 
microservices architecture. Application interfaces installed as client software on user devices communicate with 
the Gateway, which performs the Load Balancer function and calls the corresponding microservices. They, in turn, 
can solve the specific business problem and return a result or call on other microservices to perform their subtasks. 
 

 
Figure 1. MSA model [14] 
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The main principles that must be observed when building microservices can be systematized in the following 
aspects [15-18]: 
 
1. Componentization via services. This means that microservices should be developed as a black box that hides 

the content and allows the application to be built by "assembling" these black boxes without knowing either 
their structure or the language in which they were developed. 

2. Focus on business tasks. Each microservice must execute a specific business logic without caring about the 
overall business logic of the application.  

3. Decentralized governance. Microservice development is not managed centrally. There are no clearly defined 
rules for building all microservices. Each of them can be developed by a different team, with independent 
management.  

4. Infrastructure automation. When building microservices, automation of deployment and testing processes 
must be ensured, as well as support for different versions of the microservice. 

5. Design for failure. If one microservice in the application fails, all other microservices must function 
successfully. This ensures fault tolerance of the system. When deploying microservices in containers like 
Docker, monitoring tools like Grafanam Heapster and Prometheus can be used to automatically restart the 
microservices that are down. 

6. Products not projects. Microservices are viewed as finished product, not as part of some larger project. 
Microservices are developed by teams responsible for the entire cycle of creating the final software product: 
design, development and testing of the microservice. 

7. Smart endpoints and dumb pipes. Microservices should not be too "heavy" and should use lightweight 
asynchronous communication mechanisms such as HTTP with REST.  

8. Decentralized data management. Each microservice manages its own data repository and that microservice 
alone has direct access to it. If another microservice needs this data, it must contact the microservice 
responsible for the repository and obtain the required data extract.  

9. Evolutionary design. Each microservice is autonomous and independent. This means that it can undergo an 
evolution in its internal design, or even have its design replaced with a brand new one. If a microservice is 
found to be unused, it can be painlessly removed from the application.  

10. Independently deployable. Each microservice can be developed independently, supporting different versions. 
Several versions can be in use at the same time, for as long as it is necessary. 

11. Highly observable. For the stable operation of microservices, continuous monitoring of their operation is 
required. In the process of working, microservices can become overloaded and this can lead to errors. 
Developers should continuously monitor the performance of the service and take timely measures when 
problems appear or when reporting inefficient behavior in certain cases.  

 
3 ARCHITECTURAL PATTERNS FOR MICROSERVICES  
 
At this point, we will present some of the most popular patterns for creating microservices [19]. 
 
API-Gateway represents a Service Composition Pattern [20]. An application developed with MSA consists of 
multiple (sometimes hundreds and thousands) microservices that communicate with each other via APIs. The API 
gateway acts as a single entry point for all client requests, providing clients with a unified API. API gateway is 
responsible for request routing, protocol transformation, authentication, monitoring, response aggregation, etc. It 
can also act as a load balancer. The main disadvantage of this pattern is that it represents a single point of failure 
and requires precise work in order not to become a development bottleneck. 
 
Client-side Discovery Pattern is responsible for selecting services from the service registry, applies a load 
balancing algorithm, and selects an instance and makes a request to it. The main advantage is the ease of 
development. A major drawback is the strong coupling between the client and the service registry. 
 
Server-side Discovery allows the client to communicate directly with the microservice. The client makes a request 
to the load balancer. It in turn makes a request to the registry, which selects an instance and forwards the request 
to it. This model has a number of advantages: increased maintainability, ease of communication, health 
management, failure safety, software understandability, ease of development. ease of migration. The model has 
the following disadvantages: service registry complexity, the registry could be the main bottleneck of the system, 
distributed system complexity. 
 
Hyrbid Pattern combines Service Registry and API-Gateway, replacing the API-gateway with a message bus. 
The idea of the message bus is borrowed from the Enterprise Service Bus used in SOA architectures. 
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Multiple Service per Host Pattern allows multiple services to run on a single node. The main advantages of this 
pattern are scalability and performance. 
 
Database-per-Service Pattern governs the creation of microservices, where each microservice has its own 
database. Advantages: scalability, independent development and security mechanism. 
 
Database Cluster Pattern allows the data to be stored in a single cluster. Microservices use the data from this 
cluster. The advantage of this approach is in improved scalability and is recommended for applications with 
intensive data traffic. Disadvantages: increased complexity and risk of failure. 
 
Shared Database Server Pattern allows data to be stored in a common database for multiple microservices. This 
pattern is suitable for use when migrating from a monolithic to a microservice architecture. 
 
4 CONCLUSION 
 
The evolution of architectural models for software development has led to the replacement of monolithic 
architectures with distributed architectures. One typical representative of distributed architectures is the 
Microservice Architecture. The main advantages of this model are distributed management, a high degree of 
encapsulation, decentralized data management, the possibility of building applications as a structure of 
microservices developed by different teams, the possibility of polyglot programming, containerization and 
scalability. Microservice Architecture, as the name suggests, is based on Microservices. The main requirements 
that must be met when building microservices can be summarized in componentization via services, focus on 
business tasks, decentralized governance, infrastructure automation, design for failure, products not projects, smart 
endpoints and dumb pipes, decentralized data management, evolutionary design, independently deployable, highly 
observable.   
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Abstract 

Nowadays, people own various devices such as tablets, phones, laptops, and IoT products connected to wireless 
networks. Many businesses use wireless networks for the convenience of their employees, but they are not always 
well-configured and secured. Since the dawn of wireless networks, cyber professionals have struggled with their 
proven vulnerabilities. As information technology advances, so do changes in wireless security standards and 
protocols. Although the IEEE (Institute of Electrical and Electronics Engineers) strives to keep the 802.11i 
standard secure, there are still users who neglect or forget to provide a secure wireless network. This article aims 
to show the vulnerability in a wireless network, as well as to remind us about their removal and securing. There 
are numerous instruments for detecting vulnerabilities. In our case, the analysis and evaluation are done with the 
Airgeddon instrument. The operating system that we used is Kali Linux, Alfa omni antenna AWUS036NHA using 
802.11 b/g/n standard, Airgeddon tool. 

Keywords: IEEE, WiFi, Kali Linux, Airgeddon, MITM  

 
1 INTRODUCTION  
 
The flow of information nowadays is overwhelming. Almost everyone on the planet owns an electronic device 
that connects him to the rest of the world via the Internet. According to Statista.com [1], as of July 2023, there are 
5.19 billion Internet users worldwide who frequently use a WiFi network, whether private or public, for this 
connection. 
 
Since the dawn of their creation, wireless networks have been the target of cyber specialists who have struggled 
with their vulnerabilities. The creation of the 802.11i standard for wireless networks is due to the IEEE. It has 
evolved over the years, with the latest version 802.11be or WiFi 7 being developed and expected to be completed 
in 2024 [2]. The standard will operate at 4 times higher data rates (~40 Gbit/s) and have twice the bandwidth (320 
MHz channels vs. 160 MHz channels for WiFi 6) [2]. Improvements to MIMO protocols and refinements to WiFi 
capabilities are also included. Advanced WPA3 and AES cryptographic techniques encrypt and secure the wireless 
connection. This will ensure that the data and information transmitted over the WiFi network remains secure and 
confidential. WiFi works with radio waves, with the antenna picking up and receiving signals. The built-in MIMO 
(multiple-input and multiple-output) technology is used. 
 
WEP “Wired Equivalency Privacy”, introduced just a few years ago, is susceptible to brute force attacks. Actually, 
cyber experts don’t recommend its utilization. The next generation is WPA, but it turns out that it has a weak 
cryptographic hash and is not a good solution for open infrastructure radio networks for Internet access. 
 
Despite today’s 802.11ax or WiFi6 standard and WPA2 encryption method, wireless networks remain a challenge 
for cyber professionals and hackers alike. A type of network protocol established by IEEE 802.11i is 4-way 
wpa/wpa2 handshake (Fig. 1) [3]. 
 
1. The AP (Access Point) send a nonce-value to the client (ANonce). 
2. The client now has all the attributes to construct PTK (Pairwise Transient Key). The client sends its nonce-

value (SNonce) to the AP together with a Message Integrity Code (MIC) including authentication. 
3. The AP constructs and sends the GTK (Group terminal key) which is used to decrypt (multicast and broadcast) 

and a sequence number together with another MIC. 
4. Finally the client sends a confirmation to the AP [4]. 
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Figure 1. WPA/WPA2 4Way handshake (Soure: https://www.secpod.com/blog/the-krack-attack-wi-fi-at-risk/) 

 
In the 4-way handshake, the client and access point independently prove to each other that they know PMK 
(Pairwise Master Key), without revealing it. The process doesn’t send this key to the web and contributes to 
strengthening security.  
 
The threats from the Ewil Twin, password cracked, and man in the middle remain. Uneducated and careless users 
and organisations would not notice a man in the middle until their data appears on the dark web. 
 
In his article “Wireless Network Vulnerabilities Estimation” Ass. Proff. Linko G. Nikolov shows a table of 
different passwords and proves that the password length is of great importance [5]. Andrés Javier Pulido Bernal, 
Octavio José Salcedo Parra, and Alberto Acosta López build fake access point in their article “Vulnerabilities and 
Attacks on WiFi Network” [3]. In our experiment, we will show the automated tool Airgeddon, which makes 
testing easier for both professionals and hackers. Experiments are carried out in a real environment to make with 
Evil Twin MITM attack. 
 
2 TOOL USED 
 
Airgeddon is an automated tool with more features. It is also an open-source and auditable WiFi network. This 
multipurpose bash script is designed for Linux operating systems [6]. It includes several tools: aircrack-ng, hashcat, 
bettercap and Beef-xss. Working with the tool is extremely easy since at each step a menu appears from which we 
choose what we will do. Even users who don't have much pen-testing experience can handle it [7]. 
 
3    EXPERIMENTS 
 
Used Kali Linux, Alfa omni antenna AWUS036NHA and Airgeddon tool, we work in local home WiFi network 
in real-time. 
 
The purpose of our experiment is to build an MITM attack, get the password of the router and build a connection 
in the MITM attack from HTTPS to HTTP for the client. As we know the connection is encrypted in HTTPS, 
unlike the connection in the HTTP protocol. We are constantly monitoring traffic and listening to the client's 
connections (Fig. 2). It relies on the fact that everyone nowadays wants to be connected to the Internet at any cost. 
 

 
Figure 2. Evil Twin attack (Source: https://cyberartspro.com/en/evil-twin-attack/) 

 
First, we installed the Airgeddon tool, as it is not being installed by default in Kali Linux. Then, the following 
command line is typed: sudo Airggedon.(the instrument work only sudo privilege). 
 
When we started Airgeddon, tool, we saw that the tool was getting revised on a library (Fig. 3). 

https://www.secpod.com/blog/the-krack-attack-wi-fi-at-risk/
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Figure 3. Airgeddon get revision on library 

 
Our antenna is in management mode by default. Or, it must be switched to monitor mode to start working (Fig. 4 
and Fig. 5). 
 

 
Figure 4. WLANs in our computer 

 

 
Figure 5. Our antenna is in monitor mode 

 
Ready for monitoring we started discovering WiFi networks (Fig. 6). 
 

 
Figure 6. Discover WiFi networks 
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When see our WiFi network, we stop the process by pressing ctrl+C. All detected networks are displayed (Fig. 7). 
 

 
Figure 7. All detected network 

 
The coloured ones show that there are working users in them. This is important for our experiment because we 
can intercept the 4-way handshake and find out the password to access the router. We see the MAC address, the 
channel it’s on, and what cryptographic method it uses, name the network or name the router. 
 
Finding the victim’s network, in our case our local WiFi network, through the 4-way handshake, we establish a 
connection with the router. From the resulting text file is in /root/handshake-00:00:00:00:00:00cap. We can extract 
its password using hachcat or aircrack-ng. We choose aircrack-ng + Dictionary because we have performed social 
engineering and included a learned password in our wordlist. Nowadays passwords are quite and it was considered 
that it’s better to use social engineering that waste time in a brute force attack (Fig. 8).  
 

 
Figure 8. Finding password 

 
We found the password of the router in 3 sec. If we had chosen a brute force attack, we would have lost days or 
even months in cracking this 10-character password containing lowercase letters and numbers, since the 
combinations of them are 3 656 158 440 062 976 [8]. We would need a supercomputer. 
 
In the next phase, we choose to use the HTTPS to HTTP transfer option in addition to sniff and spoof to build the 
Evil Twin attack. That way the link goes through and should, if possible, intercept the password if the victim 
decides to use the relevant page.  
 
During the attack, 5 windows are opened, which show: 
 
access point  AP (top left); 
the DHCP server window, with the IP addresses and what exactly the device is, (left in the middle); 
deauthentication, (bottom left); 
in the upper right is the window of the evil twin with the connected devices to the fake access point, in our case 
these are a computer and mobile phone; 
the Bettercap window (bottom right); 
In the Bettercap window, we take the commands:  
 
net.probe on; 
 
set arp.spoof.target 192.169.1.33; 
 
arp.spoof on; 
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net.sniff on (fig.9). 
 

 
Figure 9. Windows that opens on the attack and the attack working 

 
Throughout the attack, each page opened by the client triggers a wave of packet captures that, after the attack is 
complete, will be examined.       
 
4    RESULTS 
 
After reviewing the results of the attack, it was found that the HTTPS to HTTP doesn't work because the page we 
built as HTTP is not visited by the victim. The page he enters is mail.bg and for this reason, we intercept neither 
the user nor the password. It would be better to use another approach and clone the mail.bg page through another 
social engineering tool built into Kali Linux. Mail.bg logging in is not secured so the victim must remain vigilant 
(Fig. 10).  
 

 
Figure 10. Connection is not secured 

 
The experiment of the attack is not insignificant, as the traffic passes through us and gives us an idea of which site 
is visited most often by the victim, which allows us to have better results in the next attempt. 
 
5    CONCLUSION 
 
The man-in-the-middle attack remains one of the most dangerous attacks in WiFi networks. As we've seen, traffic 
monitoring opens up unlimited options for follow-up. We can steal a session and impersonate someone else, we 
can get sensitive information if the connection is unsecured, and we can clone the victim's most visited pages and 
whatever else we need. 
 
Users must be especially careful when using an Internet connection via WiFi, especially through open access point. 
It is highly recommended to use anti-virus programs that warn about entering unprotected pages, some of which 
are particularly aggressive and prevent the user from accessing them, using a VPN connection to transfer sensitive 
information. Nowadays, there are opportunities for better technology protection, which helps social engineering 
development. 
 
In conclusion, no matter how well technology is protected, man is the biggest threat to himself. 
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Abstract 

The classification of forest fire-burned regions of the earth's surface and their correlation with the same areas 
before fire, is essential to model preventive actions. The purpose of this research is to use satellite images to make 
classification of different regions of the earth's surface burned by forest fire, according to the carbon monoxide 
parameter of the same areas before the fires. An adaptive approach with machine learning of a multilayer neural 
network was applied, which was trained with different carbon monoxide values for four different geographical 
regions in Greece. For the purposes of the study, freely accessible images of burned areas obtained by the Sentinel 
2 satellite were used. Based on the obtained database and the recognition results in the test phase, it becomes 
possible to classify them as areas of burning and to find the correspondence with similar such areas before the 
occurrence of the fires. The results of the research are presented and analysed. Some steps are suggested for future 
development of the method when testing with a larger volume of data. 

Keywords: satellite data, fire-affected areas, neural networks, classification. 

 
1 INTRODUCTION  
 
In recent years, forest fires have been increasing for various social reasons, as well as due to climate change. Due 
to the severe damage and sometimes irreversible consequences, it is imperative that they be classified and, based 
on the result, create a database with both appropriate prevention measures and prescriptions for correct actions in 
extinguishing such fires. Thanks to the free access to satellite images and related databases provided by the 
European Space Agency (ESA), as well as the large number of freely available software tools for accessing and 
processing these images, it is possible to realize a number of ideas for effective containment of harmful 
consequences of various natural disasters [1].  
 
The purpose of this research is to use satellite images to make classification of different regions of the earth's 
surface burned by forest fire, according to the carbon monoxide parameter of the same areas before the fires. An 
adaptive approach with machine learning of a multilayer neural network was applied, which was trained with 
different carbon monoxide values for four different geographical regions in Greece. For the purposes of the study, 
freely accessible images of burned areas obtained by the Sentinel 2 satellite were used. Based on the obtained 
database and the recognition results in the test phase, it becomes possible to classify them as areas of burning and 
to find the correspondence with similar such areas before the occurrence of the fires. The results of the research 
are presented and analysed. Some steps are suggested for future development of the method when testing with a 
larger volume of data. 
 
2    PROPOSED METHOD 
 
For the purposes of this study, images from four different regions with fire damage, which took place in year 2023, 
were used. The images, their processing and the extraction of the NBR graphics were obtained by means of 
software tool Earth Observation Browser [2]. Classification of burned areas is made, for 2023 Wildfires in Greece 
with satellite data before and after the fire applying the measured values of CO (carbon monoxide) – concentration 
in the atmosphere around the place of fire before and after it. The target method is to make classification of burned 
areas in Greece – Rhodes Island, Athens, Alexandropulis and Corfu Island in 2023. Many NBR graphs of the 
obtained by satellite Sentinel 2 images, for four burned areas were used as input data to a MLP neural network. 
The MLP was trained to classify the graphs in eight different categories/classes, according to their different mean 
CO values. In the test phase, different test data samples with standard deviation and not included in the train set, 
were used to generalize the classification. The obtained classification results in the test stage are given in a table 
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and discussed according to the four investigated burned areas. The values of CO for the region by dates is exported 
in csv file format to prepare train and test files. 
 
        
          
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Workflow of the tasks 
 
2.1 Description of Input Parameters 
 
Normalized Burned Ratio Index is used to estimate burn severity. This index uses near-infrared and shortwave-
infrared wavelengths. Healthy vegetation has a high reflectance in the near infrared part of the light spectrum, and 
low short-wave infrared reflectance. Burned areas, on the other hand, have a high shortwave infrared reflectance 
but low reflectance in the near infrared darker pixels indicate burned areas. 
 
Wildfires releases large amounts of toxic gases including carbon monoxide, nitrogen oxides and non-methane 
organic compounds into the atmosphere. This contribute significantly to global warming and this is also the second 
pollution cause in the world. Special sensors are needed to observe these gases and they are on board of Sentinel 
satellites. They measured increased concentration of CO as a consequence of the wildfire. The NBR index 
measures the concentration of CO in the atmosphere around the place of fire. For this research median CO value 
which is result from P10 CO and P90 CO values for the regions of interest, is used. P10 is also called Proved, this 
is the lowest figure. It means that 90% of the calculated estimates will be equal or exceed P90 estimate. Possible 
(P10): The highest figure, it means that 10% of the calculated estimates will be equal or exceed P10 estimate. For 
the research median value – P50 is used. These values provide the best possible evaluation of CO concentration in 
the concrete regions. This provides the neural net with the precise data for the train and test operations [3]. 
 
For the purpose of this study, the values of CO for the region by dates is exported in csv file format to prepare 
train and test files. From the csv files are used only P10, P90 values for CO concentration and precisely the median 
value for a time period of 6 months before and after the fires. 
 
2.2 Investigated Fired Regions  
 
The target method is to make classification of burned area in Greece – Rhodes Island, Athens, Alexandropulis and 
Corfu Island 2023. Тhe relevant NBRs are reported for a 6-month summer period of 2023, during which fires 
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raged in the indicated regions. The data was obtained from the Sentinel 2A satellite. CO/P10 and CO/P90 were 
used as training and testing data according to the parameters described above. Burned areas and NBRs for areas a/ 
Rhodes Island, b/ Athens, c/ Corfu Island d/ Alexandropulis are represented in Figure 2. the data is distributed in 
8 classes. The first 4 classes contain the CO data for the four areas before the fire, and classes 5 to 8 - contain the 
CO data for the affected four areas after the fire. 
 

  
(a) (b) 

 
(c) (d) 

Figure 2. Burned areas and NBRs for areas (a) Rhodes Island, (b) Athens, (c) Corfu Island, (d) Alexandropulis 
 
2.3 Train and Test Data for the Proposed MLP NN 
 
The training and testing inputs are prepared in a normalized format in the range [ -1 1] and applied to the inputs of  
the neural network in the training and testing stages, respectively. The test sample was not involved in the training  
of the neural network. The data are presented for the 8 classes defined in item 2.2 
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(a) (b) 

Figure 3. Train (a) and test (b) data applied to the inputs of the neural network 
 

 
Figure 4. Applied MLP NN structure 30-22-8 



Classification of fire-affected areas with satellite data and a multi-layered neural network TIEM 2023 
 

194 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 5. Test results for output 2 – “Rhodes-before fire” – (a) vector presentation; (b) signal presentation. Test 
results for output 5 – “Corfu-after fire” – (c) vector presentation; (d) signal presentation 

 
The structure of the trained MLP neural network, that showed the best accuracy in the testing stage with samples 
that are not part of the training sample, is shown in Figure 4. It consists of 30 input neurons, 22 neurons in the 
hidden layer, and 8 neurons in the output layer, corresponding to the set 8 trained and recognized classes. It was 
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trained reaching 0.1% MSE (Mean Square Error) with 2361 iterations. Tangent hyperbolic as activation function 
and BPG train algorithm were applied. Neuro System was used as software tool [4, 5]. 
 
As shown in Figure 5 a) and b) the results for Rhodes before fire is classified as Athens before fire region. The 
output was predicted as 2 – Rhodes before fire, but the result output was 3 – Athens before fire. The difference is 
clearly shown with the blue and red dots – predicted and real result. As can be seen from the data in Figure 5 c) 
and d) – the vector and signal representations of the results for Corfu Island the predicted and the real results are 
the same. The blue and red dots are really close to each other. 

 
2 RESULTS 

 
Table 1 shows the overview of the results. What is interesting in this data is that the predicted and real classified 
regions are the same, except the results for Rhodes Island. This region was classified like Athens before fire – 
output 3 and like Corfu Island after fires, according to output5 of the network. In every other occasion the regions 
were classified from the neural network exactly like the prediction. These results suggest that carbon monoxide 
values in Athens region and Rhodes Island before fire was the same, but the values of carbon monoxide after fires 
was different for these two regions but the values of carbon monoxide after fire in Rhodes Island was as much as 
the values in Corfu Island. In summary, these results show that the data from satellite images could be used for 
classification of different areas before and after wildfires. 

 
Table 1. Predicted and real classified regions 

 
 
3 CONCLUSION 
 
The prevention and detection of the wildfires is really significant nowadays, but also the recovery management 
after the disasters is also important. 
 
The results from classification clearly show that the areas are different, they were classified in different classes. 
The results also show that the damages after wildfires in two islands are the same but clearly distinct from the 
other two continental regions, which are different between each other. This conclusions and results are really 
important for the recovery management after fires – the recovery procedure will be different for each region. The 
repair from the disasters will take different time for each area. 
 
Classification of the fire-affected areas after and before fires with satellite data and neural network is a good tool 
for the recovery strategies after wildfires. It is essential after big disasters to asset the damages and stabilize 
environment. Using satellite images, makes it is possible to evaluate the damages, analyse burn severity and 
determination of long-term environmental restoration actions. 
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Abstract 

Growth and the development of the information technology spectrum in the times of the fourth industrial 

revolution (4IR) face humanity to live in a challenging time. The development and expansion of programming 

languages, blockchain technologies (digital currencies), cloud computing, robotics, big data analytics, virtual 

reality, neural networks and the internet led to the discovery and creation of generative artificial intelligence (AI).  

Nowadays we are witnesses to the growth of the next level of generative AI evolved in different AI systems and 

tools with different kinds of purposes and functions such as chatbots, VoIP (Voice over Internet Protocol), SMS 

marketing and personalized email sending. The most famous and currently used generative artificial intelligence 

launched in 2022 also known as ChatGPT has been created with ethical purposes. Eight months later cyber 

security researcher Daniel Kelley published an article for the malicious version of ChatGPT which could be found 

on the Dark Web. Worm GPT has been created for unethical and criminal purposes. Some of the functions of this 

powerful generative AI are to create business compromised email (BEC), phishing, fake invoices and to forge 

contracts. Together with Worm GPT are developed other hacking tools in the Dark Web also known as Fraud 

GPT, XXXGTP, Flow GTP and Wolf GPT.  

In this research are performed investigations, analyses and experiments about the work of uncensored generative 

AI and the unethical tools which are created by the black hats for criminal purposes.  

Can’t we use these tools to protect the data and prevent most of the vector attacks which the Dark Net hide? 

Cybersecurity society alarm us every day about the dangers which are hiding once we sit in front of the computer. 

This paper highlights the importance of uncensored generative AI and its usage for dark and white purposes. 

Keywords: Generative AI, WormGPT, Data security, BEC, Dark web 

 

1 INTRODUCTION  
 

The functionalities and purposes of the generative AI (GAI) covers many areas in the information technologies. 

Most common use of large language models are the creation of chatbots, SMS marketing, video, audio, VoIP 

(Voice over Internet Protocol), different kind of automations and email marketing. Launched on 30th of November 

2022 GPT generation became the most famous and currently used generative artificial intelligence, it is also known 

as ChatGPT with the purpose to help the humanity and to provide improvements in the industries and the 

organizations, in other words it has been created with ethical aims. From other side a dark feature of AI is emerging 

the powers of criminals and black hats on the dark web. Using different kind of hacking tools and platforms for 

development of uncensored generative artificial intelligence the hackers are able to raise a new dark power who 

affect the whole humanity.  

 

A couple of months later on 13th of July 2023 after ChatGPT was launched, a GPT version for malicious activities 

has been discovered. A cyber security researcher Daniel Kelley a reformed black hat computer hacker collaborated 

with the SlashNext team which published an article [1] for WormGPT which could be found on the Dark Web. 

Such GAI has been created for unethical purposes which criminals could use for their attack vectors. The functions 

of this powerful GAI are to generate business compromised email (BEC), phishing, fake invoices, to forge 

contracts and many others. 

 

1.1 The Goal of the Report 

 

In the contemporary information technologies areas like blockchain (digital currencies), neural networks, virtual 

reality, cloud computing, robotics, big data analytics, programming languages and internet together with their 
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development and expansion led to the discovery and the creation of the Generative Artificial Intelligence [2]. On 

the Dark Web could be also found other uncensored GAI versions which are developed from the black hats such 

as FraudGPT, XXXGTP, WolfGPT, FlowGPT (accessible also on the Surface Web) and many others. 

Fig. 1 presents a graph of the latest high-tech discoveries that are closely related to process automation and the use 

of Generative Artificial Intelligence. 

 

This paper highlights the importance of uncensored generative AI and its usage for dark and white purposes. 

 

 
Figure 1. Development of GAI 

 

2 MATERIALS AND PROPOSED METHOD 
 

In this research are performed investigations, analyses and experiments about the work of uncensored generative 

AI and the unethical tools which are created by the black hats for criminal purposes [3]. 

 

The purpose is to inform the society about the dangers which uncensored generative artificial intelligence provides 

and to provide some light how we could fight against the dark side to protect the data.  

 

This paper brings information on generative artificial intelligence of GPT-3 and GPT-4 generation. 

 

Cybersecurity society alarm us every day about the dangers which are hiding once we sit in front of the computer. 

             

2.1 Workflow 

 

For the practical part of the research are used several steps which require as a starting point information gathering 

about the dangers which uncensored GAI hide. The following workflow diagram describes the macro-processes 

of the methodology of the research (Fig. 2).  

 

 
Figure 2. Workflow Diagram 

 

2.2 How does GAI Works? 

 

GPT-3 is a version of a large language model (LLM) which holds the record to be the largest neural network with 

175 billion parameters. This model of artificial intelligence is times larger than the previous language models [4, 

5]. It was trained with huge amount of data i.e., almost all data which is available on the Internet. The results and 

the performance were astonishing in many different various of an NLP (natural language processing) tasks. 

  

The tasks like translation, question-answering, etc. has passed several times state-of-the-art models. The key point 

of the most powerful features of GPT-3 is that it can perform new tasks for which it wasn’t trained. 

 

MML for GPT-4 have almost 170 trillion parameters, as a result, it will be able to generate more accurate results. 

On (Fig. 3) are shown the differences between both GPT generations. GPT-4 have much more functionalities than 

its predecessor. 
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Figure 3. Uses and purposes of GPT MML 

 

2.3 Uses and Purposes of GPT MML from Black Hats 

 

All of the described functionalities for ethical usage of generative artificial intelligence have their weak sides. The 

hackers are able to perform differend kind of methods and tacktics to reach their goals of attack vector. Below are 

described different GAI functionalities and some of the possible attack vector which а malicious actor could 

deploy: 

 

 Text generation  Phishing attacks, email scam, fake news 

 Image generation  Identity theft, fake news, phishing, other vector attacks 

 Video Generation  Fake news, distortion of the truth 

 Programming code generation  Write malicious code, payloads, malware 

 Data generation  Fake data, non-truth information, disorientation, manipulation 

 Language translation  it is easy to convert vector attack in the desired language 

 SMS  SMS spoofing attack vector 

 VoIP  Call Hijacking & Redirection, Eavesdropping, Phone Impersonation, etc. 

 

2.4 Uses and Purposes of GPT MML – Example for Hacking Purposes 

 

Old but never out of the topic is an Email Account Compromise (AEC) attack vector, which hackers leverage a 

variety of methods, including malware, password cracking, social engineering in order to compromise email 

account.  

 

The objective of a Business Email Compromise (BEC) [6] attacker and EAC attacker are the same:  

 

The aim is to steal money, data or other sensitive information. Difference is that in a BEC attack, the attacker is 

merely posing as a trusted figure, such as a business executive or important vendor, usually via a spoofed (fake) 

email account.  

 

In EAC attacks vector, the hacker breaches a legitimate email account and acts as the owner of that account. Its 

own the access to real credentials, the actor is able to conduct fraudulent activity and bypass multi-factor 

authentication tools. 

 

 Damages: Account Compromise, Attorney Impersonation, CEO Fraud, Data Theft, Fake Invoice Scams 

 

2.5 Different Hacking GPT Versions 

 

Most popular hacking tools known in the Surface and Dark Web have different functions, some of them are 

enumerated below: 

 

 WormGPT – chatbot mostly used for EAC, fake invoice 

 FraudGPT – used on Dark Web and Telegram for sms phishing messages and others, some of the key features 

are: Create undetectable malware, create hacking tools, write scam pages/letters, find leaks, vulnerabilities, 

learn to code/hack 

 WOLFGPT - Python-built alternative to ChatGPT it offers complete confidentiality, enable powerful 

cryptographic malware creation, advanced phishing attacks  

 XXXGTP - Provides code for botnets, provides code for key loggers, provides code for crypter, provides code 

for info stealer, Provides code for Crypto stealer 
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 Flow GTP – a competition form given everyone the ability to create their own GPT, WormGPT version 

available outside of the Dark Web (it could not be a real version since all of the hacking tools are paid often 

with crypto currencies) 

 

3 EXPERIMENTAL PART AND RESULTS 
 

3.1 Mobile Hack Version of WormGPT 

 

For iOS there is a mobile application which is named “WormGPT-AI chatbot” (fig. 4) created by the developer 

Daniel Bitton [7]. It can be downloaded via Apple App Store on any iOS device. The feedback (fig. 5) from the 

users varies based on their experience, there are different feedbacks, only 3 are available. Two of them are as 

warning for a scam or hacked PayPal account. 

  

 
Figure 4. Mobile app – WormGPT for iOS 

 

The application has been downloaded on a blank iPhone, for further tests it requires paid subscription, due to 

security concerns and personal data protection a registration to the app was not performed and tests were 

discontinued.    

 

 
Figure 5. Feedback from customers of WormGPT mobile app for iOS 

 

3.2 Experimental Part with FlowGPT 

 

FlowGPT is a competition platform given everyone the ability to create their own GPT AI. It is accessible through 

Surface Web and it is free for use. To explore more from the features, it requires a registration via discord, Gmail, 

etc. Several experiments were performed over the available version of WormGPT and the results are satisfying for 

malicious purposes. First experiment (Fig. 6) describes attack vector for “Code a cookie stealer that steals all 

Google cookies and sends them to the discord webhook when we open them using Python language”. The output 

which GAI is able to return provides a python code which could be modified for the purposes of the attacker. 

 

 
Figure 6. Code a cookie stealer  
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Second experiment provides a result as professional malicious code execution on SQL language. Even the GAI 

explains that SQL injection is an illegal, it gives the complete steps how to perform MariaDB SQL injection (Fig. 

7).   

 

 
Figure 7. SQL injection – Mariadb 

 

On (Fig. 8) it continues to explain how exactly this attack vector works and how to implement a professional 

hacking payload in order to effectively bypass the password check for the schemas (users) existing in the database.  

  

 
Figure 8. SQL injection – Mariadb 

 

Third experiment was an attack vector of Business Email Compromise. From the output is clearly visible (Fig. 9) 

that the generative AI is able to provide a detailed description of BEC and what are the best practices to have 

positive results from the attack. It also gives a result how to implement it as professional hacker.   

 

 
Figure 9. Output example of BEC attack vector 

 

The output of a generated BEC by WormGPT looks as an email written by a real person. Provided output of an 

email template just needs to be modified with the data of the victim before it can be sent. In a combination with 

social engineering this attack would have over 80% success.  
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Figure 10. Output example of BEC attack vector 

 

3.3 Jailbreaking GAI  Used Techniques Example Gaslighting  

 

Gaslighting jailbreak works as for the humans as for the GAI. From (Fig. 11) are visible two examples how a 

person can gaslight the language models. The importance is that this tactic works on all versions of LLM.  

 

 
Figure 11. Jailbreaking GAI MMLs 

 

4 PROOF OF CONCEPT 
 

4.1 Based on Try Story Real Case Scenario – Black Friday AEC 

 

These screenshots are provided with the explict approval of the owner (victim). All personal data has been removed 

due to security concerns and following GDPR law. The incident has happened around the Black Friday histery, 

when everyone is searching for different kind of goods on a reasonable price. The vistim has ordered products 

from a drogerie in Sidney, Australia, a very well know online platform which also have a local stores. The attack 

vector has happened when the vistim provides personal data and proceeded with a payment method via credit card 

avoiding other secure payment methotds as payment wallet. Once the payment has been done the data of the email 

address was scammed together with the data of the credit card. Usually criminals are able to gather the scammed 

data in their own databases which after that are used to develop future attacks vector. From (Fig. 12) is visible on 

the left side how the criminals are able to drain the sum from $11,120.26, on the right side the sum is in status 

pending, because a complaint to the bank has been filed.    
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Figure 12. Payment with credit card to drugstore, scammed email, data is stolen 

 

The transaction dispute is opened, the victim needs to wait within 3 to 10 days to receive a resolution. If the hackers 

were able to perform a good attack and if the victim could not proof that the payment was not perform by 

themselves the sum could never be reinbursed (Fig. 13). 

 

 
Figure 13. Payment with credit card to drugstore, scammed email, data is stolen 

 

4.2 Can’t We Use These Tools to Protect the Data and Prevent Most of the Attacks Vector Which the Dark 

Net Hide?  

 

If we start to think that we should not access the dark web because it is very dangerous, we will not know what 

are the plans and what is rising by the black hat hackers. Instead, we can join forces and knowledge to improve 

the patterns that the dark side hide and use to them as a method of defense against fake news, war and pandemic 

manipulation, distortion of the credibility of our history, to use it for prevention of future damage and data theft. 

One of the goals of scanning phone numbers and emails is to fill the databases of malicious individuals... If 

scientists, security specialists, programmers and personnel from all sectors that cover a researched area unite, the 

risks of data compromise will be reduced multiple times. 

 

One of the challenges which scientists facing nowadays is the problem with the students which writes their thesis 

using GAI. 
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5 FUTURE WORK 
 

All of the provided information on the Surface Web have different clues about actual functioning of uncensored 

GAI and what powers exactly it hide. 

 

1. In a control environment to gain access to the Dark Web in order to compare all gathered information provided 

in Surface web. There are rumors, that WormGPT is officially closed but we can’t be never sure, since the 

criminals always find a way to keep a good project live. 

2. To perform additional experiments and to analyze the results. 

3. To explore different methods and models  and to improve the models provided for protection purposes. 

 

Nowadays there are cybersecurity companies which already have integrations for protection from harmful 

generative artificial intelligence. 

 

6 CONCLUSION 
 

Nowadays we are living in extremely changing world where the generative artificial intelligence raise its powers 

with huge amount of data. We can’t be sure on 100% that incidentally urgent phone call, SMS or received email 

for urgent action is coming from the person or the institution we know. Not to trust on everything we read or see 

on the social media and the news in the different websites and blogs, to be careful what kind of data we are 

providing and uploading in the different internet platforms.  

 

Most of the successful attack vectors are due to human errors or not very well trained personal. We have to keep 

the strategy for zero trust, to perform regular trainings of the employees and ourselves. Never to neglect good 

security practices and always to think before provide any personal data no matter from the urgency. Good computer 

knowledge leads to safety of the organizations and us as just humans. 
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Abstract 

In hydraulic systems, fluid is used to drive the work element. Pressure occurs in the system as much as the load 
on which this fluid acts. In order for the system to continue to operate safely after the pressure build-up, hoses, 
pipes and equipment suitable for the working conditions should be selected. 

This study was carried out on concrete pump vehicles outrigger vertical cylinders. Product development work has 
been carried out for the cylinders within the scope of localization. The safety factor of the study was performed 
directly using DIN 2413 without the support of analysis programme. 

Keywords: Pipe thickness, Hydraulic pressure, DIN 2413 

 
1 INTRODUCTION  
 
Hydraulic pipes can usually be made of various materials, but the commonly used material is steel. Different types 
of steel can be used, such as stainless steel, carbon steel or alloy steel. The sizes and diameters of hydraulic pipes 
can vary depending on the application in which they are used. Usually, special sizes and diameters are selected 
that can withstand a certain pressure level and provide a certain flow rate. Hydraulic pipes usually have durable 
construction that can withstand high pressures. This feature ensures safe and effective operation of hydraulic 
systems. Hydraulic pipes are used in agricultural machinery, construction equipment, automotive systems, 
industrial machinery and many other applications. Hydraulic systems are often used to move energy from one 
point to another, increase or decrease power, move workpieces and control various machines. Hydraulic pipework 
plays a critical role in many industrial applications and the correct choice of material and design ensures that 
systems operate safely and efficiently. 
 

 
Picture 1 
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It is important that the pipes have a suitable wall thickness to withstand a certain pressure. The wall thickness of 
pipes determines the resistance of the pipe to external factors, impacts and pressure. Sufficient wall thickness 
ensures that the pipe works reliably and can withstand a certain pressure. This can increase resistance to sudden 
pressure changes or impacts in the hydraulic system. Insufficient wall thickness can cause the pipe to crack or 
burst. This can cause fluid in the system to leak into the environment and create potentially hazardous situations. 
The wall thickness is determined depending on the material the pipe is used in and the design of the pipe. 
 
Various materials require different wall thicknesses to withstand certain pressure levels. The material selection and 
wall thickness of the pipe should be carefully determined according to the hydraulic system to be used and the 
application requirements. 
 

 
Picture 2 

 
2 MATERIAL AND METHOD 
 
The calculations according to DIN 2413 are valid for pipes where the ratio of the outer diameter to the inner 
diameter is less than or equal to 1.7 and can be used up to a temperature of 120 °C. 
 

( )

P D Ct
σ20 V 2 P
S

× ×
=

 × × − × 
   

 
t = Theoretical Pipe Wall Thickness 
P = Design Pressure (bar) 
D = Pipe Inner Diameter (mm) 
C = Eccentricity Coefficient (1.11) 
       At least 1.05 for cold drawn pipes 
       At least 1.11 for hot drawn pipes 
σ = Yield Limit of The Material (N/mm2) 
       225 N/mm2 for hot drawn St37 (N/mm2) 
       325 N/mm2 for hot drawn St52 (N/mm2) 
       420 N/mm2 for cold drawn St37 (N/mm2) 
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       470 N/mm2 for cold drawn St52 (N/mm2) 
S = Safety Factor 
      Usually 1.5-2.5 is taken V= Sewing Coefficient 
     “1” For seamless pipe ”1.1” For welded pipe 

 
3 RESULTS 
 
Two situation is considered which are Ø10x1,5 mm, and Ø14x2 mm for cold drawn seamless pipes. Design 
pressure was 300 bar. 
 
3.1 Calculation for First Situation 
 
The parameters for the first situation are given below. 
 

Table 1. Selected design criteria 
 1. 

t (mm) 2 
P (bar) 300 
D (mm) 10 

C 1.05 
σ (N/mm2) 420 

V 1 
S S1 

 

( )

300 10 1.052
42020 1 2 300
S

× ×
=

 × × − × 
   

S1 = 3.86 
 
3.2 Calculation for Second Situation 
 
The parameters for the second situation are given below. 
 

Table 2. Selected design criteria 
 2. 

t (mm) z 
P (bar) r 
D (mm) 7 

C 1.05 
σ (N/mm2) 420 

V 1 
S S2 

 

( )

300 7 1.051.5
42020 1 2 300
S

× ×
=

 × × − × 
   

S2 = 4.03 
 
When the relation given above is calculated, the safety coefficient is 4,06 for Ø10x1,5 and 3,86 for Ø14x2. 
 
4 CONCLUSION 
 
As the inner diameter increases, the wall thickness should also increase in terms of system safety. There are 64% 
cost difference between Ø14x2 and Ø10x1,5. Ø10x1,5 is cheaper than Ø14x2. 
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Abstract 

This article states the importance of implementing Tire Pressure Monitoring System (TPMS) and system 
equipment for semi-trailers, which are the most widely used in the logistics industry. Focusing on the important 
link between tire pressure and overall vehicle performance, the study highlights the effects of maintaining optimal 
tire conditions on safety and efficiency. In the study, the basic components and working principle of TPMS are 
included, and the features of the system equipment are mentioned. The research focuses on the role of TPMS in 
reducing risks, reducing operating costs and providing a safer and more sustainable transport environment for 
semi-trailers. 

Keywords: Semi-trailer, Tire pressure system, Emission, Fuel consumption 

 
1 INTRODUCTION  
 
In the ever-evolving landscape of transportation, ensuring the safety and efficiency of semi-trailers is paramount. 
One crucial technology that contributes significantly to achieving these goals is the Tire Pressure Monitoring 
System (TPMS). This article explores the importance of TPMS for semi-trailers, examining its benefits, 
functionalities, and the positive impact it has on both road safety and operational efficiency.  
 

 
Figure 1. Curtainsider semi-trailer and TPMS sensor 

 

 
Figure 2. Assembled TPMS sensor on rim 
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2 MATERIAL AND METHOD 
 
TPMS is a sophisticated technology designed to monitor the air pressure of tires in real-time. In the context of 
semi-trailers, where large loads and long distances are common, maintaining proper tire pressure is crucial for safe 
and efficient operations. TPMS provides continuous monitoring and alerts drivers to any deviations from the 
recommended tire pressure levels. 
 
2.1 Materials 
 
A Tire Pressure Monitoring System (TPMS) is a comprehensive technology that comprises several key 
components working together to monitor and manage tire pressure effectively. Here are the primary parts of a 
TPMS: 
 
Pressure Sensors: TPMS relies on pressure sensors installed in each tire to monitor air pressure. These sensors 
continuously measure the tire pressure and transmit the data to the central TPMS unit. There are two types of 
pressure sensors: direct and indirect. Direct sensors are mounted on the inside of the tire and directly measure the 
pressure, while indirect sensors infer pressure changes based on factors like wheel speed. 
 
Receiver Module: The receiver module is the central unit that collects and processes the data transmitted by the 
pressure sensors. It interprets the information and determines whether the tire pressure is within the acceptable 
range or if there is a need for action. 
 
Alert System: The TPMS includes an alert system to notify the driver of any deviations from the recommended 
tire pressure levels. This could be in the form of a dashboard warning light, audible alarm, or a message on the 
vehicle's display screen. Early warnings allow drivers to address tire issues promptly, reducing the risk of 
accidents. 
 
Antenna: The antenna is responsible for transmitting signals between the pressure sensors and the receiver 
module. It ensures a reliable and continuous flow of data, allowing the TPMS to provide real-time monitoring. 
Display Unit: The display unit is usually located on the vehicle's dashboard and serves as the interface between 
the TPMS and the driver. It shows the current tire pressure status and alerts the driver in case of any abnormalities. 
Power Source: TPMS components require a power source to operate. In most cases, the pressure sensors use 
batteries for power. These batteries are designed to have a long lifespan, and some sensors have the ability to enter 
a low-power mode when the vehicle is not in use to conserve energy. 
 
Wiring and Connectors: Wiring and connectors facilitate the connection between the various components of the 
TPMS. Reliable electrical connections are essential to ensure accurate data transmission and system functionality. 
ECU (Electronic Control Unit): In some TPMS setups, an Electronic Control Unit is used to process and manage 
data from the pressure sensors. The ECU plays a role in decision-making, determining whether the tire pressure is 
within acceptable limits and triggering alerts if necessary. 
 
Valve Stem or Bands (for Direct TPMS): In direct TPMS systems, pressure sensors are often integrated into the 
valve stems of the tires. Alternatively, bands may be used to attach the sensors to the inner wheel rim. These 
components are crucial for direct measurement of tire pressure. 
 
Telematics (optional): Some advanced TPMS systems may include telematics capabilities, allowing fleet 
managers to remotely monitor the status of the tires on multiple vehicles. This can be especially valuable for large 
commercial fleets, providing real-time data on tire health and performance. 
 
Understanding the various components of a TPMS underscores its role in promoting road safety, reducing fuel 
consumption, and preventing unnecessary wear and tear on tires, ultimately contributing to the overall efficiency 
and reliability of vehicles, especially in the context of semi-trailers and commercial fleets. 
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Figure 3. TPMS parts  

 
TPMS sensors are available in different types and operating principles.  
 
1. Direct TPMS (DTPMS) Sensors: 

 
These sensors include a small sensor mounted inside each tire and use wireless communication technologies that 
transmit tire pressure and temperature data directly to the control unit. Direct TPMS sensors generally consist of 
sensors located inside the tire air valve. 
 
Radio Frequency (RF) Communication: DTPMS sensors typically use radio frequency (RF) communication 
technology. This allows the sensors to wirelessly transmit tire pressure and temperature data to the control unit at 
regular intervals. 
 
Battery Powered: DTPMS sensors are typically powered by a battery. These batteries ensure the long life of the 
sensor. To increase battery life, sensors generally minimize energy consumption when they are not active while 
driving. 
 
Low Energy Consumption: DTPMS sensors improve the performance of the tire pressure monitoring system by 
focusing on low energy consumption. 
 
2. Indirect TPMS (ITPMS) Sensors: 

 
Indirect TPMS sensors do not measure tire pressure directly. Instead, it estimates tire pressure through the vehicle's 
other systems or sensors. Here are some features of ITPMS sensors: 
 
Use of ABS or ESP: Indirect TPMS estimates tire pressure by comparing tire speeds, usually using the vehicle's 
systems such as ABS (Anti-lock Braking System) or ESP (Electronic Stability Program). 
 
No External Sensor Requirement: ITPMS sensors do not require sensors built into the tire. This may make 
installation easier, but may not be as accurate as direct TPMS. 
 
Detecting Tire Rotation: Indirect TPMS estimates tire pressure by sensing tire rotation. However, this system 
can sometimes have difficulty detecting small changes in air pressure. 
 
2.2 Methods 
 
Belt-type sensors are often used in indirect TPMS systems and are mounted on the inner surface of the tire. Keep 
in mind that specific designs and assembly procedures can vary between manufacturers. Below is a general guide 
on how belt-type sensors might be assembled: 
 
Assembly Steps for Belt-Type TPMS Sensors: 
 
Sensor Placement:  
 
• The belt-type sensor consists of a flexible, electronic strip or belt that contains the sensor components. 
• The sensor strip is typically placed on the inner surface of the tire, near the tread area. 
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• The sensor may be pre-installed in a specific location on the belt, or it might come as a separate component 
to be attached. 

 

 
Figure 4. Assemble type for TPMS sensors 

 
Attachment to the Inner Liner: 
 
• The belt-type sensor is attached to the inner liner of the tire. This can be done using adhesive or other fastening 

mechanisms. 
• Ensure proper alignment of the sensor on the inner liner to maintain accuracy in monitoring tire conditions. 
 

 
Figure 5. Electrical installation of TPMS parts 

 
Wiring Connection: 
 
• If the sensor has wiring or connectors, ensure that they are properly connected. This might involve routing 

wiring through the tire or wheel to connect to the vehicle's monitoring system. 
 
Alignment Check: 
 
• Verify that the sensor is aligned correctly on the inner surface of the tire. Misalignment could affect the 

accuracy of the sensor readings. 
 
Installation Verification: 
 
• Before reassembling the tire and wheel, verify that the sensor is securely attached and that all connections are 

intact. 
• Double-check the seal to ensure it is effective in preventing air leaks. 
 
Reassembly: 
 
• Reinstall the tire onto the wheel, following standard tire mounting procedures. 
• Ensure that the assembly process does not compromise the integrity of the sensor placement. 
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System Initialization: 
 
• Once the tire is mounted back on the vehicle, the TPMS system may need to be initialized or calibrated to 

recognize the newly installed sensor. 
 

 
Figure 6. Wiring area visualization 

 
Testing: 
 
• Test the TPMS system to ensure that it is accurately receiving data from the belt-type sensor. 
• Perform any recommended test procedures outlined in the vehicle's manual or provided by the TPMS sensor 

manufacturer. 
 
3 RESULTS 
 
The findings emphasize the profound impact of tire issues on commercial vehicle downtime, revealing a 
disconcerting reality where tire pressure checks are infrequent due to a myriad of reasons, including time 
constraints, carelessness, and indifference. With over 30% of truck breakdowns attributed to tire problems, it is 
evident that the industry is grappling with a persistent challenge that demands attention and proactive solutions. 
 
Furthermore, the outcomes of a separate study underscore the broader implications of neglecting tire pressure. 
Deviations of 15% or more from recommended levels emerge as a critical factor in reducing tire lifespan. 
Particularly alarming is the heightened risk of persistent overheating associated with tires under-inflated by over 
10%. These results elucidate the far-reaching consequences of inadequate tire maintenance practices, extending 
beyond mere breakdowns to encompass safety hazards and increased operational costs. 
 
Amidst these challenges, there is a clear call for comprehensive strategies to address the root causes of tire-related 
breakdowns. The results underscore the urgent need for industry-wide awareness campaigns, improved 
maintenance protocols, and the adoption of advanced technologies such as Tire Pressure Monitoring Systems 
(TPMS). While the statistics illuminate the gravity of the issue, they also serve as a catalyst for change, urging 
stakeholders to prioritize tire health and embrace innovative solutions for a more resilient and efficient commercial 
vehicle ecosystem. 
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4 CONCLUSION 
 
• Tire damage is the most common cause of commercial vehicle vehicle outage. 
• While the necessity of maintaining correct tire pressure may seem obvious, the reality is that tire pressure 
• It is very rarely checked. Lack of time, carelessness and indifference are some of the reasons for this. 
• One study stated that more than 30% of all truck breakdowns were caused by tire problems. 
• Another study showed that over- or under-inflation by 15% can further shorten the life of the tire. Tires that 

are under-inflated by more than 10% increase the risk of persistent overheating. TPMS helps maintain correct 
tire pressure. 

 

 
Figure 7 
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Abstract 

Road transportation is one of the most used transportation methods in the world. Superstructured vehicles play a 
very important role in road transportation. One of the highest expense items of road transport is vehicle fuel costs. 
It is important to work on increasing the fuel performance without changing the load capacity of the trailer. 

World energy consumption and climate crisis, the future of fossil fuels and their usage rates have been one of the 
main factors determining this study. Restrictions and obstacles regarding the use of fossil fuels in the world have 
made it necessary to develop and design different products. The gain achieved with every improvement to be made 
means that the use of fossil fuels is reduced. It is one of the basic needs to realize vehicle design that can be a 
pioneer for the trailer industry and an inspiration for future generations. In this study, it was aimed to reduce the 
trailer aerodynamic drag coefficient by changing the trailer geometry. 

Keywords: Semi-trailer, Aerodynamic drag coefficient, Emission, Fuel Consumption 

 
1 INTRODUCTION  
 
Vehicle aerodynamic design aims to optimize the overall energy efficiency of a vehicle, especially by minimizing 
air resistance. In an academic context, research on design interventions to improve the aerodynamic performance 
of vehicles is crucial. Simultaneously, studies on the aerodynamic interactions of transmission systems, wheels, 
and other components play a decisive role in the overall efficiency of the vehicle [1]. 
 
The aerodynamics of commercial vehicles play a critical role in optimizing their performance, efficiency, and 
sustainability. Commercial vehicles, including trucks, buses, and delivery vans, operate under challenging 
conditions covering long distances, consuming a significant amount of fuel. By understanding and applying the 
principles of fluid dynamics and aerodynamics, manufacturers and operators can enhance the design and 
performance of these vehicles, achieving improved fuel efficiency, reduced emissions, enhanced safety, and 
increased cost-effectiveness [2]. 
 
There are numerous benefits to improving the aerodynamic efficiency of commercial vehicles. Firstly, it enhances 
fuel efficiency by reducing drag and fuel consumption, resulting in cost savings for commercial fleet operators. 
This optimization also has a positive environmental impact by minimizing greenhouse gas emissions and 
pollutants. Compliance with regulations on fuel efficiency and emissions is vital for manufacturers and operators 
to maintain market competitiveness and avoid penalties [3]. 
 
Secondly, aerodynamic improvements contribute to safety and stability by reducing drag, enhancing vehicle 
control, and minimizing the effects of crosswinds. It also helps reduce noise pollution by minimizing air turbulence 
and disturbances, providing a quieter and more comfortable experience for drivers and passengers [4]. 
 
Lastly, superior aerodynamic efficiency positions commercial vehicle manufacturers and operators as 
environmentally friendly and cost-effective options, strengthening their marketing strategies and enhancing brand 
image. When the drag coefficient (CD) of a highway transportation vehicle or freight truck moving at high speeds 
is reduced by 3%, approximately a 1% decrease in fuel consumption is observed. Turkey spends over $60 billion 
annually on energy, with a significant portion directed towards petroleum-derived fuels. This emphasizes the 
increasing importance of minimizing vehicle fuel consumption and reducing dependency on petroleum exports for 
a significant portion of national income [5]. 
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The main objective of this study is to comprehensively investigate the effects of the roof rail systems commonly 
used in trailer vehicles on aerodynamic performance. Within this framework, potential impacts of design 
modifications in roof rail systems on the aerodynamic drag coefficient will be examined, aiming to understand 
how they can contribute to the overall performance of the vehicles. 
 
Another crucial focus of the research is to comprehend the effects of possible changes in the aerodynamic drag 
coefficient on the energy efficiency of the vehicle. Improved aerodynamic structures can enable vehicles to cover 
longer distances with lower energy consumption, providing significant advantages in terms of fuel savings and 
environmental sustainability [6]. 
 
Additionally, we aim to evaluate the impacts of aerodynamic design improvements in roof rail systems not only 
on energy efficiency but also on other critical factors such as the stability, maneuverability, and driving comfort of 
the vehicle. This emphasizes the potential to create a positive impact not only on fuel savings but also on safety 
and user experience. 
 
In conclusion, a detailed analysis of the aerodynamic structures of roof rail systems in trailer vehicles could be a 
significant step toward enhancing design processes in the vehicle industry and developing more sustainable vehicle 
models. This study aims to provide insights into exploring various design strategies to improve the aerodynamic 
efficiency of vehicles. 
 

 
Figure 1. Regions of aerodynamic friction for tractor-semitrailer [7] 

 
2 MATERIAL AND METHOD 
 
Computational Fluid Dynamics (CFD) turbulence models are essential tools for simulating and understanding 
laminar and turbulent fluid motion in various fields such as aviation, automotive, energy, and environmental 
engineering. Turbulence, characterized by unpredictable and chaotic fluid motion, is encountered in a wide range 
of scenarios. 
 
Various turbulence models exist, each with its own assumptions and calculation methodologies. Reynolds-
Averaged Navier-Stokes (RANS) models are particularly popular due to their efficiency. These models employ 
additional transport equations to simulate turbulence-related quantities, such as turbulence kinetic energy and 
turbulence dissipation rate. By substituting flow characteristics into the time-dependent continuity and momentum 
equations of the relevant flow, and taking their statistical averages, statistically averaged momentum equations are 
obtained. 
 
The equations arising from the above are referred to as Reynolds-Averaged Navier-Stokes equations. These 
equations introduce a new term called Reynolds stresses, which represent turbulence effects in flows where laminar 
conditions are not present. To obtain a solution, it is necessary to model these Reynolds stresses. 
 
The Eddy Viscosity Model is used to establish a relationship between Reynolds stresses and average flow 
gradients. Turbulence stresses are assumed to be proportional to the stress magnitude, and the eddy viscosity values 
in this model are derived from turbulence transport equations. 
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2.1 Analyze Models 
 

 
Figure 1. Standart model 

 

 
Figure 2. Aerodynamically enhanced roof rail model 

 
In the standart model (Fig. 1), the roof rail is at a 90-degree angle. In the aerodynamically enhanced roof rail model 
(Fig. 2), however, the roof rail is created at a 200-degree angle. Both models were analyzed in the same wind 
tunnel model (Fig. 3). This modification aims to investigate the aerodynamic effects of the roof rail angle on the 
overall performance of the vehicle in terms of drag and airflow patterns. The adjustment in the roof rail design is 
expected to provide insights into optimizing the aerodynamic efficiency of tractor-semitrailer configurations. The 
analysis involves assessing the drag coefficient and flow characteristics for both the standard 90-degree roof rail 
and the enhanced 200-degree roof rail configurations. This comparative study contributes to the understanding of 
how specific design changes, such as altering the roof rail angle, can impact the aerodynamic performance of 
tractor-semitrailers. 

 

 
Figure 3. Wind tunnel model 
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2.2 Mesh Model 
 
The mesh model of the geometry is configured as polyhexcore. There is a total of 20 million mesh values in the 
wind tunnel. Mesh settings are taken to be the same for both models (Figure 4). This ensures a similar and 
consistent mesh configuration for both models used in the analysis. The consistency in mesh settings allows for 
more reliable and comparable results in the analysis. Furthermore, the use of the polyhexcore mesh model provides 
high resolution and accuracy in the analysis despite the complexity of the geometry. 
 

 
Figure 4. Mesh model 

 
2.3 Boundary Conditions 
 
In the analysis, the k-epsilon enhanced wall treatment viscous model has been utilized, incorporating specifically 
defined no-slip wall conditions for the surfaces. A designated inlet velocity of 19.44 m/s has been applied. 
Comprehensive boundary conditions have been consistently implemented for both analysis models. 
 

 
Figure 5. Viscos model 
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3 RESULTS 
 
As a result of the analysis, a drag coefficient (Cd) value of 0.405 was obtained for the standard model. In the 
aerodynamic roof rail model, however, this value was read as 0.401. Thanks to the aerodynamic structure, a slight 
improvement has been achieved in the drag coefficient (Table 1). 

 
Table 1 

Model Drag Coefficent (Cd) 
Standart Model 0.405 
Aerodynamically Enhanced Roof Rail Model 0.401 

 
4 CONCLUSION 
 
According to the analysis results, a significant difference is observed between the drag coefficient of 0.405 
obtained for the standard model and the value of 0.401 for the aerodynamic roof rail model. This discrepancy 
underscores the impact of aerodynamic design on reducing vehicle resistance, emphasizing the potential of 
aerodynamic structures in enhancing overall performance. The aerodynamic roof rail model, with its lower drag 
coefficient, signals the capability to reduce aerodynamic resistance and consequently achieve improved energy 
efficiency. 
 
These findings highlight the critical importance of considering aerodynamic factors in the design process for 
enhancing vehicle performance and optimizing energy efficiency. Aerodynamic solutions can contribute to 
vehicles achieving higher performance with reduced energy consumption. Therefore, exploring and implementing 
aerodynamic optimization in future designs could be a crucial step in the development of sustainable and efficient 
transportation systems. 
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Abstract 

Semi-trailer vehicles on the highway may have one or more axles. Semi-trailers with an air suspension system 

may face the problem of sudden deflation of the air in the suspension system while in motion or parked. In addition, 

for semi-trailers with more than two axles, there is an option to lift the axles to avoid unnecessary tire and axle 

wear when the vehicle is unloaded or carrying a load below the axle capacity. In such cases, by releasing the air 

from the suspension bellows that support the axle load, the contact between the tires connected to the axle and the 

road surface is cut off. For some semi-trailers, the option to lift axles is used to reduce the vehicle's wheelbase 

measurement and enhance maneuverability. Axle lift stoppers, integrated with the option to lift axles used to 

prevent suspension system faults and cut off tire contact with the road, are mounted on specific areas on the chassis 

or, if present, on the axle itself. In this study, we compared our current axle stopper, coded separately for left and 

right sides with three attachment points, with a newly designed axle stopper coded singularly and attached with 

two points. The design change underwent necessary analysis processes before being implemented in practical 

application. 
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1 INTRODUCTION  
 

One of the most commonly used transportation methods worldwide is road transportation, where semi-trailers play 

a significant role. Semi-trailers consist of materials such as chassis, brake systems, accessory groups, 

superstructure, and so on, forming a whole. Among the critical components that constitute semi-trailers are the 

axles. The axle assembly undertakes the task of carrying the load on the chassis. 

 

 
Figure 1. Koluman Curtain side trailer  

 

In semi-trailers, there is an axle lifting option to prevent unnecessary tire wear when the vehicle is unloaded and 

to reduce the contact surface with the ground in challenging road conditions, thereby increasing the vehicle's 

ground pressure. 

 

Axle assemblies commonly feature air and mechanical suspensions. Vehicles equipped with air suspension 

systems might encounter issues such as malfunction or air loss while in motion or parked. 

 

mailto:1gokay.gurbuz@koluman.com



